
Nedzved, , A. Belotserkovsky, V.Bucha Elongated Object Recognition In Low Contrast Color // 8th International Conf. on Pattern Recognition and Information Processing (PRIP'2005), 
May 18-20, 2005, Minsk, Belarus. pp.291-294.

Line Object Recognition in Low Contrast Color Images

A. Nedzved 1), A. Belotserkovsky 2), V. Bucha 3)

United Institute of Informatics Problems of the National Academy of Sciences,
Surganova 6, 220012 Minsk, Belarus, 

{nedzveda1), abelotser2), bucha3)}@newman.bas-net.by, www.uiip.bas-net.by

Abstract:  An approach for line object  recognition from  
low  contrast  color  images  is  proposed.  It  consists  of  
following main parts: posterization for noise elimination  
and  highlighting  of  edges,  boundaries  extraction,  
morphological  features  detection  and  line  object  
recognition and tracing.

Keywords: posterization,  line  object  recognition,  
grayscale thinning.

1. INTRODUCTION
Object  extraction,  description,  classification  and 

grouping  are  important  problems of  pattern  recognition 
and  image  processing  [1].  These  problems  become 
complicated  essentially  when  attached  to  color  image 
processing. There is a longstanding and continuing need 
to extract  line objects from color images in a computer 
vision,  artificial  intelligence,  remote  sensing and image 
processing. 

Some  definition  of  color  distance  is  required  to 
support  the  measurement  of  colour  gradient  and 
implementation  of  segmentation.  The  RGB  model  is 
convenient  when  storing  and  transmitting  colour 
information, but it can be difficult to design colour image 
processing  algorithms  in  this  space  due  to  the  high 
correlation  between  the  three  RGB  planes.  Human 
perception of colour qualities is reflected more accurately 
by the HSB and Lab.  However low contrast images can 
contain  noise  and  objects  boundaries  appear are 
blurreding.  We propose a posterization step to enhance 
image and place emphasis on object edges. 

Accurate defined boundaries are important input data 
to line object extraction algorithm.  Without the ability to 
distinguish  different  object  types  there  is  a  danger  that 
important information will be lost when an inappropriate 
representation is computed. Skeletons do not provide an 
adequate  representation  of  area  objects  but  are  more 
efficient  and  better  suited  to  line  objects  than contour-
based  techniques,  which  allow fast  objects  editing  and 
coding [2]. That is why we use skeletons to represent line 
objects.

There  are  several  approaches  to  detection  of 
information loss through inappropriate representation and 
the  classification  of  area  and  line  objects  [3,  4].  The 
technique  reported  proposed  in  [3]  detects  information 
loss during a thinning procedure by applying a threshold 
to the value R. Where R is a ratio between the number of 
contour and skeleton pixels in a connected component. If 
R is lower then the threshold a contour representation is 
chosen over a skeleton. However to estimate the threshold 
value the contour and skeleton representations must both 
be estimated. 

This is too time consuming to employ within a system 
where real-time feedback is required. In [4] perimeter and 

square  are  used  to  estimate  parameter  of  mean  object 
width.  The above approaches work well when attached to 
separate connected component. However there is extreme 
need  to  use  knowledge  about  nearby  components  to 
extract  complex  line  objects  with  large  number  of 
intersections.

Instead, we based area and line object recognition on 
the connected components boundary intersection with the 
thin  line  of  correspondent  component.  In  addition 
algorithm  of  automatic  line  object  tracing  is  proposed 
which allows to construct complex line objects net. The 
knowledge  about  state  of  nearby  objects  extremely 
improveimproves the rate of line objects recognition and 
extraction.

2. THE PROPOSED APPROACH
Our  approach  is  compriseds of  four  stages: 

posterization  for  noise  elimination  and  highlighting  of 
edges,  boundaries  extraction,  morphological  features 
detection and line object recognition and tracing (Fig. 1).
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Fig. 1 The flowchart of the methodArchitecture of proposed 
approach

The  morphological  features  can  describe  the 
recognized object by simple and efficient way. However 
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these  features  can  be  corrupted  by  noise  and  optical 
distortion whichdistortion, which leads to essential color 
image degradation.

 Due to color space dimension reducing a lot of noise 
can  be  eliminated.  In  addition  the  original  color  space 
should  be  close  in  with  human  perception  for  clear 
boundaries detection. For these reasons the  combination 
of Lab and HSB color spaces was chosen to carry out the 
posterization  ison   the  first  step  of  the  proposed 
approachmethod. 

3. POSTERIZATION
Reducing of spectral features allows to cut a noise and 

to  define  boundaries  of  the  supposed  objects  more 
accurately. However using of pseudo color spaces brings 
far better quality of defining features.  

Behavior  of  perceptual  color  attributes  has  been 
defined  with  chromatic  coordinates  of  chosen  model 
while studying different color models. It allows to apply 
successfully the proposed algorithm of color separation of 
pseudo HSB space and image posterization (color space) 
without loss of semantic load of color or multispectrality.

In recent years,  the term “posterization” appeared in 
foreign  papers  related  to  image  processing  and 
information visualization [5].  It  means the phenomenon 
that  comes  into  being  during  representation  of  the 
halftones in real  scenes by a limited set  of  colors.  The 
posterization is the process of roughening the image by 
gradation  masking,  i.e.,  of  lessening  the  colors  while 
preserving information about objects in the image.

The total number of colors in the image postered in k-
dimensional space to n levels will be:
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where Pi is the ith coordinate plane.
We choose two planes of posterization: HS and HB 

(HSB space). It is very appropriate to separate the lines of 
gamut  on  these  planes  from the  standpoint  of  intuitive 
understanding of color, and, moreover, the brightness and 
saturation are the characteristics which make it possible to 
easily determine the most significant and evident colors.

From the analysis of the plots in [6] we can deduce 
that the acceleration of the ascent of curve L  (from Lab 
color  space)  can  specify  the  limits  of  the  posterization 
segments.  Let  us  assume  that  the  intervals  of  the 
rectifiable curve for each of the segments are equal. Then 
the projections of the boundaries of these intervals are the 
threshold values of brightness. 

The conditions of the obtaining the threshold values 
are set by:
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where  Bmax is  the maximum value of brightness  for  a 
given curve.

The projections of the interval boundaries B(i) can be 
found according to the following algorithm: at Fig. 2.

 
Fig. 2 Algorithm of poszterization

The  results  of  operation  of  the  algorithm  are 
represented in Fig. 23, where HS plane is separated into 2 
segments which, in turn, are separated by the gamut lines 
of brightness.

   
a) b)

Fig. 23 2-level posterization:. a) initial low-contrast 
image; b) posterized image  

Applying of posterization brings color or multispectral 
image with defined object  regions which have clear-cut 
boundaries.

4. MORPHOLOGICAL   AND EDGE FEATURES 
EXTRACTION 

Edge  detection  is  the  process  which  attempts  to 
capture the significant properties of objects represented in 
the image. These properties include the discontinuities of 
the  photometrical,  geometrical  and  physical 
characteristics of objects [7].

The purpose of edge detection is  the  localization of 
these  features  and  the  identification  of  the  physical 
phenomena whichphenomena,  which gave  rise to  them. 
However,  it  is  difficult  to  derive  a  general  algorithm 
whichalgorithm,  which is  optimal  for  color  and  multi-
channel images,  since the image is a discrete and noisy 
function.

We propose to use the posterization step to eliminate 
noise and grayscale edge detection technique for problem 
solution.   The  grayscale  image  is  constructed  from 
posterization  one  by  appropriate  mixing  the  color 
features.

 Due to rapid changes of grayscale value and equality 
of  background  and  object  pixels  the  threshold 
segmentation  techniques  produce  a  lot  of  errors.  The 
correspondence  of  object  thin  line  and  image  spines 
should  be  taken  into  account.  The  grayscale  thinning 
algorithms  [8-10]  can  be  suggested  for  image 
segmentation basis (Fig. 34).

for n=0:Bmax 
        if (l(n) = l(i))
              B(i)=B(n);
              n=n+1;
        end;
   end;
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a)             b)

Fig. 43 Grayscale image (a) and thinning result (b)

Nevertheless  grayscale  thinning  is  insufficient  for 
thick line objects extraction since these objects have a real 
width  which  should  be  taken  into  consideration.  As  a 
result of spines thinning which characterize object burrs 
the redundant thin line can appear. The obtained skeleton 
can be corrupted which leads to inadequate representation 
of line object.

To overcome the problem we propose to extract object 
edges  by  the  morphological  gradient  (Fig.  5a4a)  with 
followed grayscale  thinning and  burrs  elimination (Fig. 
4b) [9]. 

       
a)       b)

Fig. 45 Gradient morphological filtration (a) and area 
image of thinning (b)

The number of areas can be achieved (Fig. 4b). Some 
of  them  characterize  the  line  objects.  Profile  for 
perpendicular  cut  of  line  object  is  similar  to  Gaussian 
distribution and have only one supremum. Thus, only one 
thin line can belong to corresponding object area. The rule 
for  area  preservation  can  be  formulated  in  a  following 
way. Area should be preserved if next condition is true:
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where Bl and Bh are the minimum and maximum width of 
line object, S is a number of thin lines.

The  binary  intersection  procedure  is  used  for 
constructing  the  combined  image  from  thin  and  area 
images.  This image is applied for number estimation of 
connected thin objects in corresponding areas. Areas are 
eliminated if preservation condition is false. To construct 
the complete line representation we propose recognition 
algorithm which combines line objects together.

5. LINE OBJECT RECOGNITION

We  propose  an  iterative  tracing  algorithm  for  line 
object recognition. The  purpose  idea  is to determine the 
right contact  path whichpath, which corresponds to line 
object  skeleton  [10,  11].  The  tracing  of  objects  which 
consist of area and thin linesobjects, which consist of area 
and thin lines, can solve this problem. 

The  main  difficulties  for  recognition  are  the 
intersection and branching of line objects. The direction 
parameter is able to solve these problems. In addition line 
object  can  be characterized  by the  following properties 
[11]:

 the permanence of direction;
 the permanence of width;
 the profile for perpendicular cut of line object is 
similar  to  Gaussian  distribution.  Some line  objects 
profiles  are  similar  to  double  symmetric  Gaussian 
distribution.

Thus  tracing  procedure  uses  the  skeleton  and  area 
image for estimation of number S which correspond to 
thin  line  intersection  with  corresponding  area.  We 
determine the following groups of areas depend of S (Fig. 
65):

 Intersection group (S>3)
 Branching group (S=3)
 Continuation group (S=2)

a)           b)                 c)

Fig. 65 Example of intersection (a), branching (b) and 
continuation (c) areas

For the line object recognition it is necessary to take 
into account nearby areas (Fig.  67a). The angle between 
line which connects  intersection point  with center  mass 
point of corresponding area (Fig. 76c) and horizontal axis 
is estimated. This angle we call the continuation angle. 

 
a)             b) c)

Fig. 76 Example of thin line intersection with area (a); 
the main direction lines of skeleton for point D (b); line 
connects point D and center of the mass of the area (c)

For executing of continuation operation the threshold 
value  for  angle  deviation  for  unit  length  should  be 
assigned.  The  angle  deviation  of  possible  continuation 
direction (angles <EDA, <EDB, <EDC at Fig. 67) should 
be  get  to  threshold  angle.  We  deal  with  cosines  and 
sinuses rather angles for simplification of calculation. 

The  rule  for  areas  intersection  is  formulated  in  a 
following way. There is intersection between areas if next 
condition is true:
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where α is continuation angle of nearby area (Fig.7c6c), β 
is  continuation angle  of  checking area  (Fig.  67b)).  The 
areas belong to current line objects if there is intersection 
between them. 

After  the  tracing  the  final  result  of  recognized  line 
objects  can  be  achieved  either  in  binary  or  skeleton 
representation (Fig. 78). 

a) b)
Fig. 87 Grayscale image (a) and result of line objects 

recognition (b) 

Due to the complex processing of  areas  there  is  no 
need to  estimate the directional vector for thin lines and 
edges like in [10,11]. In addition the problem of skeleton 
deposition  by  reason  of  noise,  illumination  and  optical 
artifacts  is  overcome  by  areas  processing and  the 
direction of line object can be estimated more precisely.

6. CONCLUSION
The  proposed  approach  provides  an  accurate  and 

efficient way of complex line objects recognition in low 
contrast  color  and  multi-channel  images.  The  HSB 
posterization step allows for human perception and digital 
noise.  With the combination with line object  algorithm 
the  complex  line  objects  can  be  extracted  from  SAR, 
medical and color cartographic images. 
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